MP1 / MP2 Devoir libre 12 2025 — 2026

1.

Partie | - La convergence presque siire

a) Soit € > 0.

Pour n et p € N*, |S,, —S,| est une variable aléatoire discrete sur I’espace probabilisé (€2, <7, P)
car Y1, ..., Yiax(nyp) sont des variables aléatoires discretes. Ainsi [|S, —S,| < ¢] € &

Soit N € N*. [N,4oo[x[N,+oo] est dénombrable comme produit d’'un nombre fini non
nul d’ensembles dénombrables ([N, +o0o[ est dénombrable comme partie infinie de N, qui est
dénombrable).

Toute intersection d’une famille dénombrable d’événements est un événement, donc

(IS =S,/ <e] e

n>N
p=N

Toute réunion d’une famille dénombrable d’événements est un événement, donc

U NS =Sl <elew

NeN* n>N
p=N

ce qui justifie, pour tout € > 0, |appartenance de B(e) a </

b) Soit w € .

On aw € € <= la suite (5, (w))nen+ converge
<=Ve>0, AN EN* V(n,p) EN?, (p=Netn>N=|[S,(w)—S,(w)|<e)
d’apres la propriété admise
&= Ve>0, INeN", V(n,p) N’ (p=Netn>N=we][|S,—5,|<e])
< Ve>0, INEN, we [)[IS— Sl <e]

n>N
p=N

+o0
=Ve>0,we [ () [I9 -8, <e]

N=1n>N
p=N

<= Ve >0, we B(e)
= we (B

e>0

On a établi 'égalité : |6 = () B(e)

e>0

¢) On suppose 0 < ¢ <¢&’. On a donc [|S, — S, <e] C[|S, — S, <€’

+00 +oo
donc U m [|Sn —Sp| <e] C U ﬂ [1Sn — Sp| < e]donc| B(e) C B(e') quand 0 < ¢ < ¢’

N=1n>N N=1n>N
p=N p=N
d) Soit w € €. Pour tout k € N*, en posant £ = 1, on obtient que w € B(¢) = B(3). Cela montre

1
k
que w € ;2] B(2) et donc que € C (,2 B(3).
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2. a)

3. a)

Réciproquement, soit w € ﬂ;’i B(+). Pour tout € > 0, il existe k € N* tel que % < e On

déduit que w € B(e) car w € B(3) elg que B(3) C B(e). On montre donc que w € (.., B(e)%.
Finalement, (1,2} B(£) C 4.

En regroupant les deux inclusions, on obtient que ¢ = ﬂ;;'ol B(%)
Commengons par remarquer que la suite (B (%)) k>1 est décroissante d’apres la question 1.c. Le
théoreme de continuité décroissante affirme alors que

P(%) = P (ﬁB (%)) = am P (B (é»

Procédons alors par double implication.

e>0

1
— On suppose que pour tout entier naturel £ non nul, P (B (E)) =1.

Par passage a la limite, P(¢) = 1

— On suppose P(%’) = 1. On sait que la suite (P (B (%)))]€>1 est décroissante et de limite

1 donc pour tout £k > 1, P (B (%)) > 1. Comme de plus, ce sont des probabilités, on obtient
que P (B (1)) =1.
En remarquant que pour tout ¢ > 0, il existe k € N* tel que B(1/k) C B(e), a l’aide de ce qui
précede :

P(€) =1 = Ve > 0, P(B(e)) = 1 <= V= >0, P(%):o

+o0
Or par opération ensembliste B(e) = ﬂ U [1Sh — Sp| > €]

N=1n>N
p=N

+o0
Ainsi | P(€) = 1 si, et seulement si, pour tout € > 0, P ﬂ U [1S,—Sp| >€] ] =0

N=1n>=N
p=N
Soit € > 0.
La suite d’événements U [1Sn — Sp| > €] est décroissante pour l'inclusion.
n>N
p=N NeN
Donc par continuité décroissante :
+oo
PIAUNS S >2] | = Jim P [ 118~ 5] >¢]
N=1n>N n=>N
p=N p=N
Avec (b), P(€¢) =1 si, et seulement si, pour tout ¢ >0, lim P U (1S, —Sp| >€] | =0
N—+4o00
n>N
p=N

Partie Il - Une inégalité

On a 14(Q2) C {0,1} d’ou l'existence de l'espérance car 14 est une variable élatoire bornée
On a établi I'égalité : | E(14) = P(A)
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b) Soit entier naturel N non nul et 'entier p > N.

P
Pour tout n € N, on a E(Y;) =0 car Y,, est centrée. Comme de plus, S, — Sy = > Y, par
k=N+1

P
linéarité, E£(S, —Sn) = >, E(Y;) =0.

k=N+1
On a donc| E(S, —Sy) =0
On déduit que ce qui précéde que E((S, — Sp)?) = V(S, — S,) + (E(S, — Sy))* = V(S, — S,).
Par indépendance des Y} (donc indépendance deux & deux) on a donc

p

E((S, — 5,)%) = V(S, — Sy) = Z V() = > E(Y?)

k=N+1 k=N+1

4. Ona:

[Tn = k] = [|Sk — Sn]| >5]ﬂ< h [1Sp = Sw| <5]>

p=N+1

Ainsi [Ty = k] € o/ comme intersection d'une famille finie (donc au plus dénombrable) d’événements.

De méme,

k=N+1
Pour finir, 7,,(©2) C NU {400} qui est dénombrable. On a bien montré que Tl était une variable
aléatoire discrete.
5. a) Soit k> N. Soit w € €.
Si Ty(w) = k, alors (((Sk — SN)Q]I[TN:M))(W) = (Sk — Sn)*(w) > e® = e*Lpry iy (w)
Si T (w) # k, alors (((Sk — Sn)* Liry=k)))(w) = 0 = e* L7y iy (w)
Ainsi ((Sk — SN)Q]I[TN:k]) = 52]1[TN:I~::} donc ((Sk - SN)QIL[TN:k]) Z E (52]1[TN:k]) = €2E (]l[TN:k])

ce qui prouve avec 3(a), que [£*P ([Ty = k]) < E ((Sk — Sn)*Liry=k))

On pouvait aussi appliquer directement I'inégalité de Bienaymé-Tchebychev plutot que de la
redémontrer, en remarquant que [Ty = k| = [|L7y =k (Sk — Sn)| > €] C [[Liry=r (Sk — Sn)| = €]
et que (]l[TN:k;})2 = Liry=n-

b) Soit k> N + 1.

p
OnaS,—S;= > Y, doncS,— S est fonction de Yii1,...,Y,

i1
k
De plus, (S — Sy) = < > Yi) et
i=N+1
k k-1 P
R [PORIEE a1 WAl PORIERY
i=N+1 p=N+1 L|i=N+1
donc (Sk — Sy)*Liy—p est fonction de Y, ..., Yy

donc avec le lemme des coalitions on a|l'indépendance des variables S, — S, et (Si — Snv) Lz =g

¢) Soit (p, k) € N? vérifiant N < k < p
OnakFE ((Sp — SN)Z]I[TN:k]) =F ((Sp - Sk; + Sk - SN)Q]I[TN:k]) donc
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E((Sp = Sx)1igy=k) = E((Sp = Sk)*Liry=s]) + 2E ((Sp — Sk)(Sk — Sv) Lizy=s))
+E ((Sk = Sn)*Liry—n)

donc en utilisant I'indépendance précédente et comme F ((Sp — Sk)Q]l[TN:k]) >0

E ((Sp - SN)2]1[TN:k]) > 2E (Sp - Sk) E ((S’f - SN)]I[TN=M) +E ((Sk - SN)z]l[TN=k])

Or E (S, — Si) = 0 et d'ou I'inégalité (avec 5(a)) : |e*P ([T = k]) < E ((Sp, — Sn)*Liry=s))

d) D’apres la question précédente, et par linéarité de I'espérance, on a :
P q p p p

g Z P([TN:k})<E<(Sp_SN)2 Z (]I[TNZk])>

k=N+1 k=N+1
p
or par réunion disjointe Z (]l[TN:k]) = ]lUﬁ:NH[TN:k] < 1g
k=N-+1
P
donc, puisque (S, — Sy)? est positive, (S, — Sy)? Z (]l[TN:k}) < (S, — Sy)? ainsi, par
k=N-+1

croissance de 1’espérance,

e > P(Iy=k) <E((S, - Sy)?)

k=N-+1
P P
On conclut avec 3(b) : | & Z P([Ty =k)) < Z E(Y?).
k=N+1 i=N+1

Les séries Y (P ([T = k]))isn et D (E (V,2),on ¢tant & termes positifs, leurs suites de sommes
partielles ont des limites dans Ry U {+oo} (de fait, ces limites sont finies, mais ce n’est pas
nécessaire dans ce raisonnement), et par passage aux limites dans les inégalités larges,

+oo 1 “+o00o

Y P(In=k)<5 > E(X).

e2
k=N+1 1=N+1

Par réunion d’une famille dénombrable d’événements disjoints on a donc

P(U[TN:I<:]><§2 f E(V?).

k>N 1=N+1

or U[TN:k]:[TN>N,TN7E+OO]:[TN€N} et pour tout w €  on a :
E>N

Ty(w) ENe Ip> N, |S,(w) — Sv(w)| >e e we | IS, — Sx| > ¢

p>N

. 1 <
ce qui prouve que | P (U 1S, — Sn| > 5]) < = Z E (}/12)

p>N i=N+1




Partie Ill - Le résultat

7. Soitwe (J [IS, — Sul > €]

n>N
p=N

On peut alors trouver ng > N et py > N tels que |S,,(w) — Sy (w)| > €
Par I'absurde, si on avait |Sp,(w) — Sn(w)| < § et [Sy(w) — Sy, (w)] < 5,
on aurait |Sp,(w) — Sy, (w)| < € par inégalité triangulaire. Absurde

donc |Sy, (w) — Sy (w)| > § ou [Sy(w) — Spy(w)| > 5 ainsi w € U [|Sp — Sn| > %

p=N

Sl €
or w ¢ [|SN—SN| >§} d'ott w € U [|SP—SN| >§}
p>N
On vient de prouver, pour tout entier naturel N non nul, I'inclusion

J 18— 8l > < U |18 — vl > 5]
PN e

X
8. On pose Y, = Tk pour k € N*

Les Y} sont bien des variables aléatoires discretes car les X le sont, et elles sont indépendantes
(pour toute partie I finie de N* et toute famille (A )res de réels, P(Nger[Yi = Ai]) = P(NMier[ Xk =
kA]) = Tlier P([Xk = kX)) = [jer P([Ye = Al))-

Pour tout & € N*, la variable aléatoire Y; admet un moment d’ordre 2 puisque Y;* est presque

1
strement constante (de valeur 7z, B (Y}?) = terme général d'une série convergente, et E(Y}) =

=3
E(Xy)
AR
k
X
On peut donc appliquer ce qui précede avec S, = Y ,_; ?k =Y Y

Soit € > 0. D’apres 2(b), il suffit alors d’établir que lim P U (1S, —Spl >€] | =0
N—+o0

n>N
p=N

Soit N € N. On a d’apres 7, on a

P11 =8 >¢] <P<U [!Sp—SN!>§]>

n>N p>N
p=N

Par la question 6) :

4 X
0< P (1S, — S,| > €] <—§ E (Y?)
ng\f ’ 62@':N+1
p=N

Or la suite des restes d’une série convergente converge vers 0, d’ou par le théoreme d’encadrement,

lim P U [1Syn — Sp| > €] | existe et vaut 0.

N—+o00

n>N

p=N
Donc d’apres 2(c), 'ensemble des w € €2 tels que la suite des sommes partielles (S, (w)),>1 converge
est un évenement presque sur.
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X

donc presque stirement, la série > — converge, c’est-a-dire que I'ensemble des w € Q pour lesquels
n

X (w)

n

la série ) converge est de probabilité 1.
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